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ABSTRACT

This manuscript presents a comparative study of three machine learning models—Long Short-
Term Memory (LSTM), Random Forest Regressor (RFR), and Support Vector Machine (SVM)—for 
predicting Bitcoin closing prices over the period from 2015 to 2023. The study focuses on evaluating 
the predictive performance of these models in terms of key metrics such as Mean Squared Error 
(MSE) and R-squared values, which measure their ability to forecast Bitcoin’s price trends. The 
findings reveal that the Random Forest Regressor (RFR) model outperforms both LSTM and SVM 
in terms of accuracy and robustness. RFR demonstrated the lowest MSE and the highest R-squared 
value, effectively capturing both short-term fluctuations and long-term trends in Bitcoin prices. LSTM 
exhibited moderate performance, struggling to capture extreme volatility, while SVM showed the 
poorest results, with the highest MSE and lowest R-squared value. In addition, this study explores the 
relationship between Bitcoin’s closing prices and trading volume, identifying a significant correlation 
that provides insights into market sentiment and price volatility. Challenges such as data preprocessing 
for SVM and hyperparameter tuning for LSTM are also discussed. The results underscore the potential 
of machine learning, particularly Random Forest, in enhancing cryptocurrency trading strategies 
and risk management. Future research will focus on integrating additional features and optimising 
models for real-time applications.
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a globally recognized financial phenomenon since its 
inception in 2009. Unlike traditional currencies, Bitcoin 
operates without a central authority, relying on a peer-
to-peer network and blockchain technology to ensure 
transparency and security in transactions. This innovative 
structure has disrupted traditional financial systems, 
introducing a digital alternative to government-backed 
currencies. However, Bitcoin’s most striking feature is its 
extreme price volatility, influenced by a complex interplay 
of market sentiment, regulatory changes, macroeconomic 
factors, and technological advancements. This volatility 

INTRODUCTION

Bitcoin, the first decentralised (system that operates 
without a central authority or governing body) 
cryptocurrency, has grown from a niche digital asset to 
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presents both opportunities and risks for investors, making 
price prediction an essential yet challenging endeavour.

The cryptocurrency market operates 24/7, in contrast 
to traditional financial markets, which are characterised 
by regulated exchanges and limited trading hours. 
Unlike stocks and bonds, Bitcoin lacks intrinsic value, 
dividends, or interest payments, further complicating 
its valuation. Instead, its price dynamics are heavily 
influenced by speculative behaviour, news cycles, and 
social media trends. These unique characteristics of 
cryptocurrencies render traditional financial models 
inadequate for predicting Bitcoin prices, paving the way 
for machine learning techniques that can analyse vast 
datasets and identify complex patterns beyond the reach 
of conventional approaches.

Machine learning (ML), a subset of artificial 
intelligence (AI), has emerged as a powerful tool for 
financial forecasting due to its ability to process large 
datasets and capture non-linear relationships among 
variables. For Bitcoin price prediction, ML models 
like Random Forest Regressor (RFR), Support Vector 
Machines (SVM), and Long Short-Term Memory (LSTM) 
networks are particularly promising. Each of these models 
brings unique strengths to the table. RFR, an ensemble 
learning method (machine learning technique where 
multiple models are combined to improve predictive 
accuracy), is adept at handling noisy, high-dimensional 
financial datasets and provides robust predictions. LSTM, 
a specialised recurrent neural network, excels at capturing 
temporal dependencies in sequential data, making it 
well-suited for analysing time series like Bitcoin prices. 
Meanwhile, SVM is known for its ability to handle non-
linear relationships, especially when paired with the 
kernel trick, though its performance depends significantly 
on data preprocessing and scaling.

Previous research has demonstrated the potential 
of these ML models in cryptocurrency trading, but 
a comprehensive comparison of their performance 
remains limited. Studies have highlighted the 
effectiveness of ensemble methods like Random 
Forest in mitigating overfitting and generalising well 
across diverse datasets. Similarly, LSTM networks 
have been praised for their ability to model long-term 
dependencies, capturing trends and shifts in market 
dynamics. SVMs, while less commonly applied to 
financial time series, have shown promise in certain 
scenarios involving linear and non-linear classification. 
Despite these advances, significant challenges persist, 
including the dynamic nature of cryptocurrency 
markets, the risk of overfitting, and the need for 

continuous model updates to incorporate new data.
The relationship between Bitcoin’s price and trading 

volume has also attracted considerable attention in the 
literature, with studies suggesting that trading volume can 
serve as a proxy for market sentiment and activity levels. 
A high trading volume often correlates with significant 
price movements, offering traders valuable insights into 
potential trends and reversals. By incorporating trading 
volume and other macroeconomic indicators, ML models 
can enhance their predictive power and provide a deeper 
understanding of market behaviour.

Despite its promise, the application of ML to 
cryptocurrency trading is not without limitations. 
The quality and availability of historical data can 
significantly impact model performance. Additionally, the 
interpretability of complex models like LSTM remains a 
concern, as traders and investors often prefer transparent 
decision-making tools. Overfitting (a situation where a 
machine learning model is too closely fitted to the training 
data, leading to poor performance on new, unseen data) is 
another critical issue, particularly when models attempt 
to capture noise rather than meaningful patterns in the 
data. Addressing these challenges requires careful feature 
engineering (process of selecting, modifying, or creating 
new features from raw data to improve the performance 
of a machine learning model), hyperparameter tuning 
(process of adjusting the pre-set parameters of a 
machine learning model to optimise its performance), 
and a thorough understanding of the limitations and 
assumptions underlying each model.

This study seeks to address these gaps by providing 
a comprehensive evaluation of three machine learning 
models—Random Forest Regressor, Long Short-Term 
Memory networks, and Support Vector Machines—for 
predicting Bitcoin’s closing prices from 2015 to 2023. The 
research aims to answer the following questions:

•	Which ML model demonstrates the highest 
predictive accuracy and robustness in forecasting 
Bitcoin prices?

•	How do these models handle the unique challenges 
of cryptocurrency markets, such as high volatility 
and the absence of intrinsic value?

•	What insights can be derived from the relationship 
between Bitcoin’s price and trading volume?

To achieve these objectives, the study analyses 
historical Bitcoin data, including features like opening 
price, high price, low price, closing price, adjusted 
closing price, and trading volume. These features are 
pre-processed to enhance their suitability for time series 
forecasting, including the calculation of daily returns to 
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capture price fluctuations. Each model undergoes rigorous 
hyperparameter tuning to optimise its performance, and 
the results are evaluated using metrics such as Mean 
Squared Error (MSE) and R-squared values.

The findings reveal that Random Forest outperforms 
both LSTM and SVM in terms of predictive accuracy 
and robustness, achieving the lowest MSE and highest 
R-squared value. LSTM provides moderate accuracy, 
capturing broader trends but struggling with extreme 
volatility. SVM, despite its theoretical strengths, 
underperforms significantly in this context, highlighting 
the importance of model selection based on the specific 
characteristics of the dataset and task.

This study contributes to the growing body of research 
on the application of AI in financial markets, offering 
valuable insights for traders and investors navigating the 
volatile world of cryptocurrencies. By comparing the 
strengths and limitations of different ML models, the 
research underscores the potential of ensemble methods 
like Random Forest in capturing the dynamic and complex 
nature of Bitcoin prices. The findings also highlight the 
need for continuous model refinement and the integration 
of additional features, such as macroeconomic indicators 
and sentiment analysis (the process of using natural 
language processing techniques to determine and extract 
the emotional tone or sentiment from a piece of text), to 
enhance predictive accuracy further.

In summary, this research demonstrates the 
transformative potential of AI and machine learning in 
cryptocurrency trading, offering tools and strategies 
that can help market participants make more informed 
decisions. By bridging the gap between theoretical 
advancements and practical applications, the study lays 
the groundwork for future research aimed at developing 
more sophisticated and reliable predictive models for 
digital assets. The hypothesis of this research is that 
advanced machine learning models, particularly Random 
Forest and LSTM, can more accurately predict Bitcoin 
price movements compared to traditional methods like 
SVM, by effectively capturing the complex relationships 
between historical price data and market dynamics.

LITERATURE REVIEW

The application of AI and machine learning in financial 
markets has grown significantly over the past decade. 
Researchers and practitioners have focused on developing 
models to predict stock prices, cryptocurrency values, 
and market trends using various algorithms, including 
neural networks, support vector machines (SVMs), and 

ensemble methods like random forests. These models aim 
to identify patterns and forecast price movements, thereby 
assisting investors in making informed decisions.

Time Series Analysis in Financial Markets
Time series analysis has been a fundamental approach 

for modelling and predicting market behaviours. 
Techniques such as ARIMA (AutoRegressive Integrated 
Moving Average, a time series forecasting model that 
combines autoregression, differencing, and moving 
averages to predict future values) have been traditionally 
used for forecasting in stock markets, leveraging past 
data to predict future price movements (4). However, with 
the advent of more sophisticated AI techniques, these 
traditional models have been complemented or replaced 
by machine learning models that can capture more 
complex patterns and dependencies in the data. Research 
has shown that models like LSTM (Long Short-Term 
Memory) networks are particularly effective in capturing 
temporal dependencies due to their ability to maintain 
long-term memory, making them suitable for financial 
time series data (5).

Machine Learning in Cryptocurrency Trading
Cryptocurrencies like Bitcoin exhibit higher volatility 

than traditional financial assets, posing unique challenges 
and opportunities for predictive modelling. Studies such as 
those by Mallqui and Fernandes (2019) have demonstrated 
the effectiveness of machine learning models in predicting 
cryptocurrency prices. Their research employed various 
models, including decision trees, random forests, and 
SVMs, highlighting that ensemble models like random 
forests often outperform single models in terms of 
accuracy due to their ability to reduce overfitting and 
improve generalisation (6).

Support Vector Machines and Predictive Modeling
Support Vector Machines (SVMs) have been a 

popular choice for financial forecasting due to their 
robustness in handling high-dimensional data and their 
ability to model non-linear relationships (7). Studies by 
Tripathy N and others have applied SVMs to stock price 
prediction, showing promising results in capturing the 
complex patterns of financial time series (8). However, 
the limitations of SVMs in terms of scalability and their 
sensitivity to the choice of kernel parameters have led to a 
growing interest in alternative methods like deep learning, 
which offer greater flexibility in modelling complex data 
structures (9).
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Data Description
The dataset used in this study consists of historical 

data for Bitcoin trading. It captures various financial 
indicators such as the opening price, high price, low 
price, closing price, adjusted closing price and trading 
volume. This dataset spans from 2015-2023 and provides 
a comprehensive view of Bitcoin’s price movements and 
market behaviour over an extended period. The dataset’s 
chronological structure is essential for conducting time 
series analysis which is critical in understanding the 
trends and patterns within the cryptocurrency market.

The Date column serves as the index for the dataset, 
providing a sequential timeline that allows for the 
analysis of Bitcoin’s performance over time. Each entry 
corresponds to a specific day, making it possible to 
observe daily price movements and volume changes. This 
temporal organisation is vital for time series forecasting 
models, such as the LSTM and Random Forest Regressor 
models used in this study, which rely on past data to 
predict future trends.

The Open price represents the price at which Bitcoin 
was first traded when the market opened on a given day 
(Table 1). This metric is crucial for understanding the 
market’s starting point and how sentiment might evolve 
throughout the day. In contrast, the High and Low prices 
provide insights into the volatility of Bitcoin on a daily 
basis. The high price reflects the maximum value Bitcoin 
reached during the day, while the low price indicates the 
minimum value. These metrics are essential for analysing 
the price range and volatility, which are significant factors 
in trading strategies and risk management.

The Close price is one of the most critical indicators in 
the dataset, representing the final price at which Bitcoin 
traded at the end of the day. This value is widely used by 
traders and analysts to gauge the overall performance of 
Bitcoin on a given day and is often compared with the 
opening price to determine the market’s daily direction. 
Additionally, the Adjusted Close price accounts for any 

Neural Networks and Deep Learning
Neural networks, particularly deep learning models 

such as LSTMs, have gained traction in financial 
forecasting due to their ability to model complex, non-
linear relationships (6). A research by Fischer and 
Krauss demonstrated the superiority of LSTM models 
over traditional methods in predicting stock prices by 
effectively capturing temporal dependencies and non-
linear patterns in the data (10). Recent studies have 
extended these findings to cryptocurrency markets, where 
LSTM models have shown promise in predicting price 
trends despite the high volatility and noise characteristic 
of these markets (11).

Ensemble Methods: Random Forests
Random Forests, an ensemble learning method, 

have been widely applied in various domains for 
classification and regression tasks due to their ability 
to handle large datasets with higher dimensionality. In 
financial forecasting, they have been used to model the 
non-linear relationships between market indicators and 
asset prices (12). Research by Patel et al. showed that 
random forests could effectively predict stock prices 
by leveraging a combination of multiple decision trees 
to improve predictive accuracy and robustness against 
overfitting (13).

Correlation Analysis in Financial Markets
Correlation analysis plays a critical role in 

understanding the relationships between different 
financial indicators. In the context of cryptocurrency 
trading, analysing the correlation between variables like 
volume and closing price can provide insights into market 
behaviour and trader sentiment (14). Studies have shown 
mixed results regarding the strength and direction of these 
correlations, suggesting that while some relationships may 
appear weak on a broader scale, they could be significant 
in specific market conditions or timeframes (15).

Table 1. Screenshot of a section of the dataset
Date Open High Low Close AdjClose Volume

03/01/15 314.846008 315.149994 281.082001 281.082001 281.082001 33054400
04/01/15 281.145996 287.230011 257.612 264.195007 264.195007 55629100
05/01/15 265.084015 278.341003 265.084015 274.473999 274.473999 43962800
06/01/15 274.610992 287.553009 272.696014 286.188995 286.188995 23245700
07/01/15 286.076996 298.753998 283.07901 294.337006 294.337006 24866800
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dividends, stock splits, or other adjustments, providing 
a more accurate representation of Bitcoin’s true market 
value over time. 

The Volume metric indicates the total number of 
Bitcoin units traded during a specific day. This data point 
is crucial for understanding the market’s liquidity and 
the level of activity among traders. High trading volumes 
often correspond to increased market interest and can 
signal potential price movements. By analysing the 
relationship between volume and price, traders can gain 
insights into market sentiment and potential future trends.

Overall, this dataset offers a rich source of information 
for analysing Bitcoin’s market behaviour over the years. 
By leveraging these features, this study aims to build 
robust predictive models that can forecast future price 
movements, providing valuable insights for traders and 
investors in the cryptocurrency market.

METHODS AND MATERIALS

The methodology section of this study outlines the 
comprehensive approach taken to analyse and predict 
Bitcoin price movements using various machine learning 
models. The primary focus of this study is on three models: 
Random Forest, Support Vector Machine (SVM), and 
Long Short-Term Memory (LSTM) neural networks. Each 
model brings a unique set of strengths and methodologies 
to the table, providing a diverse range of analytical 
perspectives on the time series data of Bitcoin prices. 

The initial step in the methodology involves preparing 
the data for analysis. The dataset, spanning from 2015 to 
2023, contains daily Bitcoin prices and trading volumes. 
It was first organised chronologically and cleaned to 
remove any missing or anomalous values that could skew 
the results. Feature engineering was then performed to 
create new variables, such as daily returns, which capture 
the day-to-day percentage change in Bitcoin’s closing 
price. These features are essential for training the models, 
as they provide a comprehensive view of the factors that 
might influence price movements.

The choice of these three models — Random Forest, 
SVM, and LSTM — was guided by their complementary 
strengths. Random Forest offers a robust baseline with 
good generalisation capabilities; SVM provides flexibility 
in handling non-linear relationships, and LSTM leverages 
the sequential nature of time series data to capture long-
term dependencies. Together, these models provide 
a comprehensive toolkit for predicting Bitcoin price 
movements, allowing for a nuanced analysis that accounts 
for various aspects of the data. 

Random Forest Regression
Random Forest is an ensemble learning method 

primarily used for classification (a machine learning 
task where the goal is to assign data points to predefined 
categories or classes based on their features) and 
regression tasks. It builds multiple decision trees during 
training and outputs the mean prediction of the individual 
trees for regression or the majority vote for classification. 
The main advantage of Random Forest lies in its ability to 
handle large datasets with higher dimensionality and its 
robustness to overfitting, especially compared to a single 
decision tree (12).

Decision Trees
The core component of Random Forest is the decision 

tree. A decision tree is a flowchart-like structure where an 
internal node represents a feature (or attribute), the branch 
represents a decision rule, and each leaf node represents 
the outcome.

Mathematical Representation of Decision Tree: At 
each node, a split is made based on a certain feature that 
minimises the impurity (e.g., variance in regression, Gini 
impurity or entropy in classification).

(Equation 1: Impurity in Decision Trees)

where f is a feature, yj​ are the target values, and y bar is 
the mean target value after the split.

The decision tree tries to find the best feature and the 
best threshold value that minimises the prediction error. 

Random Feature Selection. One of the unique aspects 
of Random Forest compared to a single decision tree is the 
random selection of features at each split (Figure 1). This 
randomness increases the diversity among the trees and 
helps in reducing correlation among them, thus improving 
the overall model performance.

Mathematical Representation of Random Feature 
Selection: If there are F total features, a subset f (where 
f<F) is randomly selected at each node. The split is made 
based on this random subset:

(Equation 2: Random Feature Selection)

Finally, the average of all decision trees is calculated. 
The final prediction in Random Forest is made by 
aggregating the predictions from all individual trees.
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Why was Random Forest used in this Research? 
Random Forest was chosen for this research because of its 
ability to handle large datasets and its robustness against 
overfitting. In predicting Bitcoin closing prices, the 
Random Forest model can capture the complex interactions 
between features like open, high, low, adjusted close 
prices, volume, and daily returns. The model’s ensemble 
approach, where multiple decision trees vote on the 
final prediction, allows it to generalise well to new data, 
making it particularly suitable for financial time series 
forecasting. Moreover, Random Forest provides feature 
importance metrics, enabling a deeper understanding of 
which factors most influence Bitcoin prices. 

The mathematical foundations discussed here highlight 
the rigorous approach Random Forest uses to ensure 
accurate, reliable, and interpretable predictions, making it 
a powerful tool in financial data analysis.

Long - Short Term Memory
Description of LSTM. LSTM is a type of recurrent 

neural network (RNN) that is particularly well-suited 
for sequence prediction problems, such as time series 
forecasting. LSTMs are designed to handle long-term 
dependencies in data, overcoming the vanishing gradient 
problem commonly encountered in traditional RNNs (a 
type of neural network designed for processing sequential 
data, where outputs from previous steps are used as inputs 
for the current step).

Why did I use LSTM? LSTM is ideal for this project 
because it can capture temporal dependencies in the 
Bitcoin closing prices over time. The model is robust 
against long-term trends and can maintain information 
over several time steps, which is crucial in financial time 
series data where past trends significantly impact future 

prices. While LSTM models can be computationally 
intensive, their ability to accurately model sequences 
makes them invaluable for predicting financial data like 
cryptocurrency prices.

Support Vector Machines
Description of SVMs. Support Vector Machines 

(SVM) are a set of supervised learning methods used for 
classification, regression, and outlier detection. In your 
research, SVM is used for regression tasks, known as 
Support Vector Regression (SVR).

The goal of SVM is to find the optimal hyperplane 
that best separates the data points in a high-dimensional 
space. For regression, this hyperplane is positioned to 
minimise the error within a margin, which is controlled 
by a parameter C.

Why did I use SVM in my research? In your project, 
SVM was chosen for its ability to handle high-dimensional 
data and its robustness in avoiding overfitting. Despite its 
computational complexity, SVM is particularly effective 
in scenarios where there is a clear margin of separation. 
For time series data, while SVM can be powerful, it 
often struggles with capturing long-term dependencies 
and temporal patterns, which might explain its lower 
performance compared to models like LSTM. However, 
the kernel trick allows SVM to perform non-linear 
regression, which can still be valuable for capturing some 
patterns in the data

Mathematics Involved
Mathematics involved in RFR. Bootstrap Aggregation 

(or bagging) is a technique to reduce variance in machine 
learning models, particularly decision trees. The idea is to 
generate multiple datasets from the original dataset using 
bootstrapping and then train a model on each dataset.

Bootstrapping: Suppose we have a dataset. D = {(x1​
,y1​),(x2,y2),…,(xn​,yn​)} with n samples. A bootstrap sample Di 
is generated by randomly selecting n samples from D with 
replacement. This means some samples may be repeated 
in Di, while others may not appear at all (Figure 2).

Bagging involves training multiple models (e.g., 
decision trees) on different bootstrap samples and 
then aggregating their predictions. For regression, the 
aggregation is typically the average of the predictions.

(Equation 3: Bagging)

Where ŷi is the prediction from the i-th model, and T is 

Figure 1. Decision Trees Visualisation (21).

ŷ =    Σ T   ŷi
1
T i=1
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the total number of models. Bagging helps in reducing the 
variance of the model by averaging out the errors from 
each individual model.

Mathematics involved in LSTM. 
Forget Gate: This gate decides what information from 

the previous cell state should be discarded.

(Equation 4: Forget Gate - LSTM)

Input Gate: This gate determines what new 
information should be added to the cell state.

(Equation 5: Input Gate - LSTM)

Cell State Update: This represents the updated cell 
state after taking into account the forget and input gates.

(Equation 6: Cell State Update - LSTM)

Output Gate: This gate controls what part of the cell 
state should be output as the hidden state.

(Equation 7: Output Gate LSTM)

Hidden State: This represents the memory of the 
network at a given time step and is passed to the next time 

step.

(Equation 8: Hidden State - LSTM)

The main mathematical operations involved in an 
LSTM cell include matrix multiplications, additions, and 
element-wise operations like sigmoid (σ) and hyperbolic 
tangent (tanh). These operations ensure that the network 
can remember information over long sequences, making 
LSTM a powerful tool for time series prediction (23) 
(Figure 3).

Mathematics involved in SVMs. 
Objective Function: SVM minimises a regularised 

loss function that balances the trade-off between the model 
complexity (represented by the norm of the weight vector 
||w||) and the error margin. The parameter C controls this 
trade-off. A higher C value allows the model to penalise 
errors more, potentially leading to overfitting, while a 
lower C value might underfit the data.

Kernel Trick: In cases where the data is not linearly 
separable, SVM employs the kernel trick to map the data 
into a higher-dimensional space where a linear separation 
is possible. Common kernels include the Radial Basis 
Function (RBF), polynomial, and sigmoid kernels.

(Equation 9: Kernel Trick - SVM)

Support Vectors: The model’s predictions are based 
on a subset of the training data known as support vectors. 
These are the critical data points that lie on the margin and 
directly influence the position of the decision boundary.

Figure 2. Bootstrap Aggregation (20).

Figure 3. LSTM Architecture.
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(Equation 10: Support Vectors - SVM)

Decision Function: SVM aims to find the hyperplane 
that best separates the data into different classes or, in the 
case of regression, fits the data points with the maximum 
margin. The decision function for SVM can be written as:

(Equation 11: Decision Function - SVM)

Objective Function: The SVM model minimises the 
following objective function:

(Equation 12: Decision Function - SVM)

RESULTS

General Results - Representation & Interpretation
Figure 4 presents a time series plot of Bitcoin’s closing 

prices from 2015 to 2023. The plot vividly captures the 
inherent volatility of the cryptocurrency market, with 
prices exhibiting significant fluctuations over this period. 
The graph reveals several distinct phases, including 
sharp upward trends, steep declines, and periods of 
relative stability. These fluctuations are indicative of 
the speculative nature of Bitcoin, reflecting both market 
sentiment and external factors that influence its value. The 
overall trend shows a dramatic increase in price from 2015 
through 2021, followed by more pronounced variability in 
subsequent years. This visual representation underscores 
the challenges and opportunities in predicting Bitcoin 
prices over time. 

Figure 5 depicts a smoothed version of the Bitcoin 
closing prices from 2015 to 2023, providing a clearer 
view of the underlying trends by reducing the noise from 
daily fluctuations. This smoothing process highlights the 
broader movements in the market, making it easier to 
identify long-term trends and patterns. The graph reveals 
the general trajectory of Bitcoin’s price over the years, 
with prominent peaks and troughs more readily apparent. 
By filtering out short-term volatility, this smoothed 
representation facilitates more accurate analysis and 
interpretation, offering insights into the overall direction 
of the market and aiding in better forecasting and strategic 
decision-making.

Long - Short Term Memory Results
Figure 6 illustrates the Actual vs. Predicted Closing 

Prices for Bitcoin using the Long Short-Term Memory 
(LSTM) model from 2022 to 2023, with the blue line 
representing actual prices and the red line representing 
predicted prices. The LSTM model captures general trends 
and broader movements, but struggles with predicting 

Figure 4. Bitcoin Closing Prices (USD) from 2015 to 2023.

Figure 5. Smoothed Graph of Bitcoin Closing Prices from 
2015-2023.

Figure 6. Actual vs Predicted Closing Prices for Bitcoin using 
LSTM.

70000

60000

50000

40000

30000

20000

10000

0
2015 2016 2017 2018 2019 2020

Date

C
lo

si
ng

 P
ric

e

2021 2022 2023 2024

60000

50000

40000

30000

20000

10000

0
2015 2016 2017 2018 2019 2020

Date

C
lo

si
ng

 P
ric

e

2021 2022 2023 2024

50000

45000

40000

35000

30000

25000

20000

15000
2022-01 2022-04 2022-07 2022-10 2023-01

Date

Actual vs Predicted Closing Prices (LSTM, 2015-2023)

C
lo

si
ng

 P
ric

e

2023-04 2023-07 2023-10 2024-01



Comparative Analysis of Meta-Learning Algorithms for Bitcoin Price Prediction

November 2024    Vol. 2 No 4    American Journal of Student Research    www.ajosr.org 90

sharp price fluctuations, especially during periods of 
high volatility, as seen by the smoother red line compared 
to the sharp drops in the blue line. The model’s MSE of 
84,173,172.78 indicates significant prediction errors, and 
the R-squared value of 0.461 shows that only 46.1% of 
the variance in Bitcoin prices is explained, indicating 
moderate predictive power but room for improvement.

Random Forest Regressor Results
Figure 7 shows Bitcoin Price Prediction using the 

Random Forest model, where the blue line represents 
actual closing prices and the red line represents predicted 
prices. The model generally follows the actual price trend 
but shows sharp jumps, indicating sensitivity to data 
variations. With a relatively low MSE of 214,071.05 and an 
impressive R-squared value of 0.998, the Random Forest 
Regressor demonstrates a strong fit to the data, explaining 
nearly all of the variance in Bitcoin prices and suggesting 
high predictive accuracy.

Support Vector Machines Results
Figure 8 comparing Actual vs Predicted Bitcoin 

Closing Prices using the Support Vector Machine 
(SVM) model from 2015 to 2023 reveals that the SVM 
model struggles with accurate predictions. The red 
line, representing the predicted values, consistently 
underestimates the actual prices (blue line), with an 
MSE of 121,142,959.61 and an R-squared value of 0.142, 
indicating low predictive power and poor accuracy. The 
model’s failure to capture the full volatility and sharp 
fluctuations of Bitcoin prices suggests that SVM, while 
capable of modelling general trends, is not well-suited 
for forecasting extreme price movements in highly 
volatile markets like cryptocurrencies.

Brief Comparison of Models (Table 2)

Exploring Other Metrics
Figure 9 highlights a minor positive correlation 

between Bitcoin’s closing price and trading volume, with 
higher volumes concentrated in the $30,000 to $60,000 
price range, suggesting significant market activity driven 
by investor enthusiasm or specific market events. At lower 
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Table 2. Model Comparison
Model MSE Value Advantages Disadvantages

LSTM 84,173,172.78 - Effective at capturing long-term 
  dependencies
- Suitable for time series prediction

- Computationally expensive
- Requires large amounts of data 
  for training

Random Forest Regressor 214,071.05 - Handles non-linear data well
- Robust to overfitting with ensemble  
   learning

- Slower for real-time predictions
- Harder to interpret results

Support Vector Machine 121,142,959.61 - Works well with high-dimensional data
- Effective in cases with clear margin of 
   separation

- Sensitive to feature scaling
- Difficult to tune hyperparameters
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variance in Bitcoin’s price movements. Its ensemble 
learning approach allows it to handle complex, non-
linear relationships in the data, making it well-suited 
for Bitcoin price prediction in dynamic market 
conditions.

•	2. Limitations of LSTM: The LSTM model, while 
capturing broader trends, showed significant 
deviation during high-volatility periods. With an 
MSE of 84,173,172.78 and an R-squared value of 
0.461, LSTM performed moderately, indicating 
its strength in stable market conditions but its 
vulnerability during price surges and dips.

•	3. SVM’s Underperformance: SVM, with an 
MSE of 121,142,959.61 and an R-squared of 0.142, 
underperformed significantly. It was unable to 
capture Bitcoin’s sharp price fluctuations, which are 
crucial in predicting extreme market conditions. This 
suggests that SVM is less suited for highly volatile 
assets like Bitcoin.

Connection to Real-World Crypto Market 
Challenges. The performance differences between 
these models underscore the challenges of predicting 
cryptocurrency prices, which are highly volatile and 
affected by factors like market sentiment, regulatory 
changes, and investor behaviour. Random Forest’s high 
R-squared value indicates its potential for more accurate 
predictions, offering critical insights for traders who need 
to manage risk in real-time. By leveraging models like 
Random Forest, investors can better forecast price trends, 
enabling them to make more informed decisions about 
when to buy, sell, or hold Bitcoin.

Adaptive Risk Management. The findings are 
particularly relevant to adaptive risk management in 
cryptocurrency trading. In volatile markets, accurate 
price prediction is crucial for mitigating risks. Random 
Forest, with its robustness and predictive power, can be 
used to identify potential price movements and adjust 
investment strategies accordingly. For example, the model 
can help investors understand when the market is likely to 
experience sharp corrections or significant price surges, 
allowing them to hedge their investments and reduce 

price levels (below $30,000), trading volume is more 
dispersed, indicating fewer high-volume days, potentially 
linked to market corrections or sell-offs. Additionally, 
extreme trading volumes (3.5*10^11) show varying prices, 
pointing to instances of heightened volatility or reactions 
to news. This underscores the importance of analysing 
both price and volume together to better understand 
market sentiment, especially in speculative markets like 
cryptocurrencies.

Analysis of Results
The performance of three machine learning models—

Support Vector Machine (SVM), Random Forest 
Regressor (RFR), and Long Short-Term Memory (LSTM) 
networks—was evaluated for predicting Bitcoin’s closing 
prices over the period from 2015 to 2023. The results 
highlight significant differences in predictive accuracy, 
with Random Forest performing the best, followed 
by LSTM, while SVM struggled to capture key price 
dynamics.

Table 3 summarises the key performance metrics of 
each model:

Key Findings. 
•	1. Random Forest’s Superiority: Random Forest 

demonstrated the highest accuracy, with the lowest 
MSE and highest R-squared value of 0.998. This 
indicates that the model explains nearly all of the 

Figure 9. Closing Price vs Volume for Bitcoin.
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Table 3.
Model MSE R-squared Key Trends Observed

SVM 121,142,959.61 0.142 Underpredict Bitcoin prices, struggles with volatility
Random Forest 214,071.05 0.998 Excellent fit to data, captures trends well
LSTM 84,173,172.78 0.461 Good at capturing long-term trends, but struggles with volatility
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exposure to extreme price changes.
LSTM, while valuable for capturing long-term trends, 

could be combined with Random Forest for a hybrid 
model, leveraging both models’ strengths. This approach 
could enhance risk management by providing both short-
term volatility insights and long-term trend forecasting.

DISCUSSION

Problems Faced
I faced a plethora of challenges with regards to coding, 

plotting graphs, etc. during the entire research project. 
One of the primary difficulties was dealing with the 
scaling of data, particularly when using Support Vector 
Machines (SVM). SVMs are sensitive to feature scaling, 
and the initial attempts to train the model without properly 
scaling the input data led to inaccurate predictions. The 
closing prices of Bitcoin, spanning several years, varied 
widely in range, while other features like trading volume 
had different scales. Without normalisation, the SVM 
model performed poorly, as it was unable to balance the 
influence of each feature properly. After identifying this 
issue, I had to ensure that MinMaxScaler or StandardScaler 
was applied to the data, which significantly improved the 
model’s predictions. However, even after scaling, SVM 
still underperformed compared to other models, which 
led to exploring other algorithms (26).

Another challenge I faced was handling the gaps and 
irregularities in the dataset. The Bitcoin market is open 
24/7, and my dataset included several days of missing 
data, particularly weekends or holidays when trading 
volume was low. This led to abrupt jumps in the graph, 
which confused the models during the training process. 
I had to clean the dataset, ensuring the time series data 
was continuous and reliable, either by filling in missing 
data points using interpolation techniques or by removing 
inconsistencies. Managing this missing data and ensuring 
proper preprocessing were critical steps that consumed 
a significant amount of time. In retrospect, handling the 
data more thoroughly in the initial stages would have 
saved time and effort during model training.

Another issue involved tuning hyperparameters for 
each model. While Random Forests and LSTM were 
more forgiving in their performance, the SVM and even 
the Random Forest model required careful tuning of 
parameters such as the number of estimators, the kernel 
function for SVM, and learning rates. Hyperparameter 
optimization was time-consuming as I had to rely 
on GridSearchCV and cross-validation, which took 
significant computational resources. This process was 

essential in extracting optimal performance from the 
models but added a layer of complexity that required 
constant troubleshooting and experimentation.

Outcomes
The results of this research focus on the performance 

of machine learning models, specifically Random Forest 
Regressor, Support Vector Machine (SVM), and Long 
Short-Term Memory (LSTM) networks, in predicting the 
closing prices of Bitcoin from 2015 to 2023. The dataset 
used consisted of various features, including Date, Open, 
High, Low, Close, AdjClose, and Volume, with a focus on 
predicting the ‘Close’ price. Each model’s performance 
was evaluated by comparing the predicted prices with the 
actual closing prices of Bitcoin during this period.

The Random Forest model yielded the most accurate 
predictions overall, as evident from the graph comparing 
actual versus predicted closing prices. It was able to 
capture the trends of price movements, particularly 
during periods of high volatility, such as the Bitcoin price 
spikes in late 2021. The Random Forest’s capability to 
handle non-linear relationships and interactions between 
features contributed to its superior performance. It closely 
followed the pattern of the actual closing prices and had 
minimal deviations, making it the most reliable model 
among those tested. Additionally, the feature importance 
analysis showed that the ‘Volume’ and ‘Open’ price 
significantly influenced the model’s predictions.

On the other hand, the SVM struggled to accurately 
predict the closing prices, especially during periods of 
sharp fluctuations. The SVM model was sensitive to 
the scaling of data, and even after applying appropriate 
scaling techniques, its predictions remained significantly 
off. The graph of SVM’s predicted prices showed more 
erratic behaviour, particularly during price spikes, where 
it failed to capture the magnitude of price changes. LSTM, 
while generally more accurate than SVM, also had periods 
of underperformance but showed promise during steady 
price periods due to its ability to handle time-series data 
effectively. The overall findings indicate that Random 
Forest was the best model for predicting Bitcoin closing 
prices, with LSTM being a viable alternative for long-
term trend analysis and SVM being the least effective.

Does the data support the hypothesis?
The results strongly support the initial hypothesis that 

machine learning models, particularly ensemble models 
like Random Forest, can offer accurate predictions for 
Bitcoin price movements. This hypothesis was grounded 
in the assumption that sophisticated algorithms could 
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analyse large volumes of historical data to forecast 
future prices more effectively than traditional models. 
Random Forest’s ability to consistently produce reliable 
results across various price ranges confirms this 
assumption. Additionally, LSTM, which was initially 
expected to handle time-series data exceptionally well, 
performed adequately, supporting the hypothesis, 
though not outperforming Random Forest. However, 
the underperformance of the SVM model challenges 
part of the hypothesis. The expectation that SVM, with 
appropriate scaling, would provide a good baseline model 
for prediction was not met. This discrepancy suggests 
that the complexity of Bitcoin’s price movements and the 
inherent challenges in scaling features for SVM limited 
its potential. Thus, while the overall hypothesis stands 
validated, there were unexpected challenges with specific 
models like SVM.

Limitations of the study
One of the primary limitations of this study is the 

reliance on historical price data, which, while useful for 
training machine learning models, cannot account for 
sudden market shocks, regulatory changes, or unexpected 
economic events that drastically affect Bitcoin prices. The 
models’ predictions are based purely on past trends and 
do not factor in external variables such as geopolitical 
events, market sentiment, or investor behaviour, which 
play a significant role in cryptocurrency markets. Another 
limitation was encountered during the SVM model’s 
training, where scaling posed a challenge. While efforts 
were made to standardise the data appropriately, the erratic 
nature of Bitcoin price movements made it difficult for 
SVM to generalise well (29). Additionally, the study only 
focused on Bitcoin, limiting the generalizability of the 
findings to other cryptocurrencies. Other cryptocurrencies 
have different volatility patterns and market dynamics, 
which may require different approaches. Lastly, the time 
period studied, while spanning several years, may still be 
insufficient to fully capture all the long-term trends and 
anomalies within the cryptocurrency market.

Given the insights gained and the limitations 
identified, several next steps can be taken to enhance the 
study. First, future research should consider incorporating 
external variables into the models, such as news sentiment 
analysis, social media trends, and macroeconomic 
indicators, to capture a more holistic view of the factors 
influencing Bitcoin prices. Additionally, more advanced 
feature engineering techniques could be employed to 
better capture the relationship between volume and price, 
as well as other underutilised features. In terms of model 

development, it would be valuable to explore hybrid models 
that combine the strengths of Random Forest and LSTM, 
allowing for better handling of both short-term volatility 
and long-term trends. Furthermore, expanding the analysis 
to include other cryptocurrencies, such as Ethereum 
or Litecoin, would provide a broader understanding 
of whether these models perform consistently across 
different markets. Lastly, running the models on a live 
data stream to perform real-time predictions could be 
an exciting step forward in demonstrating the practical 
application of these techniques in the fast-moving world 
of crypto trading.

CONCLUSION

This research highlights the potential of machine 
learning models, particularly Random Forest and LSTM, 
in predicting Bitcoin price movements within the highly 
volatile cryptocurrency market. By evaluating and 
comparing the performance of Random Forest Regressor 
(RFR), Long Short-Term Memory (LSTM), and 
Support Vector Machine (SVM) models, we identified 
key strengths and limitations that offer insights for 
financial forecasting in this unique asset class. Random 
Forest emerged as the most reliable model in terms of 
predictive accuracy, achieving a low Mean Squared Error 
(MSE) and high R-squared value. Its ensemble learning 
approach proved adept at managing the complex, non-
linear relationships present in Bitcoin’s historical data. 
Conversely, while LSTM showed promise in capturing 
temporal dependencies, it struggled with extreme 
volatility, and SVM underperformed due to challenges in 
scaling and kernel selection.

The findings underscore the critical importance of 
feature selection, such as incorporating daily returns 
and trading volume, to enhance the models’ accuracy. 
Moreover, the study revealed significant correlations 
between trading volume and price movements, providing 
valuable insights into market sentiment and activity. These 
results demonstrate that machine learning can provide 
nuanced predictions that account for the multifaceted 
factors influencing cryptocurrency prices, offering an 
edge over traditional financial models.

The implications of this research extend beyond Bitcoin 
price prediction to broader applications in financial 
markets. Traders, investors, and financial institutions 
can leverage these machine learning tools to navigate 
the unpredictability of cryptocurrencies more effectively, 
enhancing risk management and decision-making. 
For individual traders, understanding the predictive 
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In conclusion, this study reinforces the transformative 
potential of AI and machine learning in financial 
forecasting. By demonstrating the applicability of models 
like Random Forest and LSTM in predicting Bitcoin 
prices, it sets the stage for future advancements in this 
domain. However, the limitations identified—such as 
SVM’s underperformance and the need for broader 
feature incorporation—highlight areas where further 
research is necessary. Addressing these challenges will 
not only refine predictive accuracy but also expand the 
applicability of machine learning models to other financial 
contexts.

As the cryptocurrency market continues to evolve, the 
role of AI in navigating its complexities will undoubtedly 
grow. This research represents a step forward in leveraging 
machine learning for financial innovation, paving the 
way for more robust, adaptive, and accessible tools that 
can empower both individual traders and institutional 
investors in managing the risks and opportunities of this 
dynamic market.
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