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ABSTRACT

Dementia, marked by cognitive decline and neuropsychiatric symptoms, significantly impacts 
individuals and society, especially with an aging global population. Despite the need for early diagnosis 
and intervention, current diagnostic methods are costly and invasive. This study investigates blood-based 
microRNAs (miRNAs) as non-invasive, cost-effective biomarkers for early dementia diagnosis and subtype 
differentiation. Using machine learning techniques, we analyzed serum miRNA expression profiles 
from the Gene Expression Omnibus database (GSE120584), which includes samples from dementia and 
cognitively normal controls. Our approach involved Support Vector Machine (SVM), Random Forest (RF), 
Recursive Feature Elimination (RFE), and Neural Networks for feature selection. Logistic Regression was 
used for classification. Pathway analysis was further performed on the target genes of the identified miRNA 
biomarkers to explore biological insights behind these biomarkers. We identified miRNAs such as miR-
6777-3p, miR-1471, and miR-6806-5p as potential biomarkers for dementia diagnosis and miRNAs like 
miR-4290 and miR-3184-3p for subtype differentiation. Among the miRNA biomarkers, miR-371b-3p, miR-
1539, and miR-4290 are newly discovered biomarkers that have not been mentioned in any studies before. 
Additionally, this study demonstrates the power of integrating deep learning with traditional machine 
learning techniques to find new outcomes. This study also reveals the connection between dementia and 
infectious diseases on a molecular level, providing new therapeutic insights in dementia.
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INTRODUCTION

Dementia is a syndrome of cognition decline in 
multiple etiologies, often associated with a range of 
neuropsychiatric features including emotional lability, 

impulse control disorders, and depressive symptoms. 
Those with dementia typically lose their independence 
and require the care of others to survive. Approximately 
6% of individuals aged 65 and above are estimated to 
be affected by dementia (1). Due to the rapid aging of 
the global population, dementia has become a global 
concern, placing a huge burden on health and social care. 
In 2024, it is estimated that around 60 million people will 
be diagnosed with dementia worldwide, and by 2050, the 
number is expected to reach 135 million. The global cost 
of dementia care was estimated at $604 billion in 2010 and 
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is expected to rise to $1 trillion by 2030. Despite the large 
number of people suffering from dementia and the fact that 
the disease is widely researched by medical and biological 
scientists, a cure for dementia is still in absence (2).

There are more and more studies hinting that the 
progression of symptoms can be slowed and patients’ 
cognitive function can be improved (3). This has led to 
international attention focusing on the early diagnosis 
and intervention of dementia. Imaging techniques 
and identifications of biomarkers are currently the 
mainstream methods for diagnosing dementia (2). 
However, commonly used imaging techniques such 
as positron emission tomography (PET) and magnetic 
resonance imaging (MRI) are usually costly and scarce 
(4). Traditional methods using β-amyloid and tau proteins 
in cerebrospinal fluid  as biomarkers require invasive 
procedures like lumbar punctures, which have high rates 
of procedural failures and infections (5).

In light of these impediments, there arises an urgent 
need for less invasive and more universally applicable 
diagnostic approaches (6). Different research has 
investigated surrogate biomarkers for dementia, where 
blood-based markers have shown great potential (7). 
Additionally, various studies have shown that miRNA 
expression levels are altered in dementia patients compared 
to healthy populations (8). Other studies also demonstrate 
the possible value of using miRNA to differentiate between 
dementia subtypes (9). These findings suggest that blood-
based  miRNAs have the potential to be used as  biomarkers 
for early diagnosis and subtype differentiation of dementia.

Advances in computational technology in the late 20th 
and early 21st centuries have dramatically improved the 
practice of machine learning, enabling it to significantly 
outperform traditional statistical approaches (10, 11). 
Now, the dominance of ever-growing big data processing 
tasks and high-performance computational capabilities 
continues to drive the requirements of precision models in 
modern biological research. Biological datasets frequently 
contain high-dimensional data, noise, and missing values. 
For these reasons, machine-learning techniques are 
commonly used in biological studies, particularly within 
genetics and proteomics (12, 13).

Recognizing the value blood-based miRNAs and the 
superiority of machine learning in building complex 
models, several studies have used machine learning 
methods to identify potential biomarkers for dementia 
(14, 15). At the same time, with the rapid development of 
artificial intelligence technology in recent years, the use 
of deep learning to analyze datasets has become a new 
machine learning method (16). The use of deep learning 

to build predictive models may achieve different results 
from traditional machine learning, and may achieve 
higher accuracy, which is of great research value (17).

This paper builds on previous research to conduct 
more in-depth machine learning analysis, which includes 
the traditional machine learning methods and the latest 
deep learning methods, to analyze biological features that 
may have potential associations with dementia, especially 
miRNA expression profiles in blood. By doing so, this 
research aims to explore their potential as biomarkers for 
early diagnosis and subtype differentiation of dementia. 
Additionally, this study endeavors to explore the potential 
value of using deep learning technologies in biological 
research and the additional results deep learning can 
provide compared to traditional machine learning 
methods. This study further conducts pathway analysis 
on the target genes of the miRNA biomarkers identified 
to find connections between dementia and other diseases 
at a molecular level, revealing new biological insights 
behind the pathways identified. This approach is designed 
not only to improve diagnostics capabilities but also to 
increase our knowledge of the genetic basis of various 
forms of dementia.

The core hypothesis of this study is that certain miRNAs 
are differentially expressed in different dementias and 
could be utilized as biomarkers for the early detection and 
categorization of dementia subtypes. Additionally, these 
miRNA biomarkers can be used in predictive areas of 
clinical practice. 

METHODS

Data properties
The miRNA expression profiles were obtained from 

the Gene Expression Omnibus (GEO) database with the 
accession code GSE120584. The dataset includes 1,601 
serum samples: 1,021 of Alzheimer's disease (AD), 91 
of  vascular dementia (VaD), 169 of dementia with Lewy 
bodies (DLB), 32 of mild cognitive impairment (MCI), 
and 288 of normal cognitive function (NC). A total of 
2,547 miRNAs are identified in the dataset. 

The background information on the genetic and 
demographic profile of the participants in the study is also 
included in the dataset, such as age, sex, and presence of 
genotype apoe ε4 allele (APOE4), which has been shown 
to be strongly associated with dementia (18-22).

Data pre-processing
After initial processing, our dataset ended up 

containing five biological feature categories: diagnosis 
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redundant features, reducing the risk of overfitting and 
the model’s complexity, which ultimately improves the 
model performance and prediction accuracy. Moreover, 
by including RFE, we can make the RF model more 
computationally efficient. In biological research, there 
are often precedents for combining RFE and random 
forests (27).

We implemented RF and RFE in each subset to filter 
out the 20 most significant biological features from the 
100 biological features identified through SVM. 

Deep learning. Deep learning (DL) simulates the 
human brain's processing of data by constructing and 
training neural networks. It is particularly suitable for 
processing large and complex data sets (15).

We utilized the torch Python library for the DL Method. 
TabTransformer was used as the neural network. Through 
repeated testing, we set the number of hidden units to 512, 
the number of layers to 3, the number of attention heads to 
8, and the dropout rate to 0.3. The model reached relatively 
high accuracies with these hyperparameters. We then 
used Cross-entropy loss as the loss function and Adam 
optimizer for training to further initialize the model. 
The early stopping was incorporated inside the model to 
prevent overfitting. We set the numbers of epochs for the 
training loop to 50 epochs and trained the model.

We implemented DL in each subset to filter out the 
20 most significant biological features from the 100 
biological features identified through SVM. 

Logistic regression
Logistic Regression (LR) is a supervised learning 

algorithm primarily used for binary classification tasks. 
LR model assumes a logistic function relationship 
between the outcome variable (Y) and the predictor (X), 
where (P(Y=1|X)) represents the conditional probability 
of the event (Y) taking the value 1 given (X) (54). The 
model transforms linear combinations of predictors 
into probabilities using a logistic function, with model 
parameters β estimated using Maximum Likelihood 
Estimation (MLE).

In decision-making, a classification threshold is 
applied and if P(Y=1|X) is greater than the threshold, Y 
is predicted as 1, otherwise, it is 0 (30). LR is used to 
calculate the odds ratios (value = P(Y=1|X) / P(Y=0|X)) 
for each of the last 20 biological features retained to assess 
their influence on the probability of dementia. An odds 
ratio greater than 1 reveals a risk factor, while an odds 

type (dependent variable), age, sex, APOE4, and 
miRNA expression profiles (independent variable). In 
order to explore the biomarkers for dementia subtype 
differentiation, the original dataset was divided into 
different subsets according to the diagnostic type of 
dementia subtype. Since the dataset contains only 32 MCI 
samples, we excluded this category from our analysis, 
The remaining subsets included: AD cases and NC cases, 
VaD cases and NC cases, DLB cases and NC cases, and 
cases with dementia and NC cases.

We further used the One-Hot Encoding method to 
process the categorical data. For diagnosis type in each 
subset, we record dementia as 1 and non-dementia as 0. 
Studies have shown that women have a higher risk of 
developing dementia (23), so we recorded female as 1 and 
male as 0. Then we normalized the continuous data using 
the Z-score method (24).

Feature selection
Support vector machine. Feature selection has 

the ability to improve model performance, reduce 
computational costs, and yield better output results (25). 
The embedded method was chosen for feature selection 
in this study because it possesses lower computational 
costs than the wrapper method while also offering higher 
accuracy than the filter method, achieving a balance.

As a supervised learning method for classification and 
regression tasks, Support Vector Machine (SVM) has been 
shown to perform well with high-dimensional data due to 
its robustness and ability to handle nonlinear classification 
problems through kernel techniques, including biological 
datasets (26, 27).

We performed SVM feature selection for each subset 
and retained the top 100 most important features for 
further analysis.

RF and RFE. Random Forest (RF) is an integrated 
learning-based algorithm that improves the accuracy of 
the constructed model by constructing multiple decision 
trees and combining the predictions of each decision tree. 
However, due to the complexity of its algorithms, the 
general training and prediction process for RF is relatively 
long (28).

Recursive Feature Elimination (RFE) is a feature 
selection method that fits a model and then recursively 
trains the model, evaluates the importance of the features, 
and progressively eliminates the least important features 
until a subset with the optimal features is selected (11). RFE 
has been shown to improve classification performance by 
removing the irrelevant features (29).

Therefore, combining RFE with RF can help to remove 

P (Y = 1 I X ) = 
1 + e

1
– (β0 + β1X1 + β2X2 + ... + βpXp)



Machine Learning for Identifying Dementia Biomarkers

September 2024    Vol. 2 No 3    American Journal of Student Research    www.ajosr.org 16

ratio less than 1 indicates a protective factor. The p-value 
(31) of each feature was also calculated.

Model validation
Datasets used in each model were divided into training 

and test sets in a ratio of  80%:20%. The models were 
trained on the training set and were validated on the test 
set. The accuracy score of SVM and RF and RFE were 
calculated by constructing a random forest classifier 
using the 100 and 20 features selected respectively. The 
classifier then used the selected features from the test 
set to make predictions. By comparing the actual labels 
with the predicted labels, we were able to calculate out 
the accuracy score of each model. For the deep learning 
algorithms, the model’s performance was evaluated using 
the trained PyTorch model on the test set. 

Pathway analysis
In order to understand the biological meanings behind 

the miRNA biomarkers identified in this study, we further 
implemented pathway analysis on the target genes of 
these miRNAs. The target genes of each miRNA were 
found using miRTarBase. Among the 710 target genes 
identified, 2 genes are shared by 4 miRNAs, 10 genes are 
shared by 3 miRNAs, and 196 are shared by 2 miRNAs. 
Pathway analysis using DAVID was then implemented 

on the 208 target genes that are shared among different 
miRNA biomarkers (32). 

Pathway analysis was further performed on the target 
genes of the newly discovered miRNA biomarkers that 
were not mentioned in previous studies to validate these 
findings.

Code availability
All machine learning and graph generating procedures 

were done using python. The libraries used inside this 
study included: pandas, numpy, torch, sklearn, matplotlib, 
and scipy. The codes are available on https://gist.github.
com/isospin1/fbfa50e6e67c40387ce3b60f480ff2c1.

RESULTS

Model accuracies
This dataset was also previously used for the prediction 

models developed for search of miRNA biomarker of 
dementia, where it demonstrated high performance in the 
predictive models developed (14). The results obtained 
from experiments underscore the value of this dataset in 
progressing the identification of dementia biomarkers.

The baseline accuracies and accuracy scores of each 
model in each subset are shown in Figure 1.

Figure 1. The accuracy score of each model. 
The accuracy score of different models 
in each subset is calculated through the 
procedures in the model validation method. 
The results are presented above. The row 
represents which model the accuracy score 
refers to, and the column represents which 
subset the model is performed in. The darker 
the color, the higher the accuracy score that 
box represents.
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Feature selection results
Features were sorted based on the importance 

parameter obtained through SVM, and the top 100 
biological features that have maximum influence on 
the dependent variable were identified. From the results 
generated, we find that miR-1471 and miR-4448 appears 
in three subsets, and miR-1233-3p, miR-6836-3p, miR-
4701-3p, miR-6881-5p, miR-6772-3p, miR-4697-3p, and 
miR-6764-3p appears in two subsets. Their recurrence in 
the results of different subsets indicates their potential as 
biomarkers for dementia.

Table 1 shows the biological features that appeared in 
at least two subsets in the list of top 20 features identified 
by RF and RFE and DL. From the table, we can see that 
miR-6777-3p appears in all 4 subsets, followed by miR-
1471 and miR-6806-5p, miR-4419a, and miR-208a-5p 
appearing in 3 subsets. Next, we have 21 miRNAs such as 
miR-6088 appearing in 2 subsets. It is worth noting that 
miR-1471 appears in the results of both algorithms.

For the miRNAs do not share biological features 
across different subsets, we store those with the highest 
importance values in each subset as shown in Table 2.

Table 1. The shared features
RF and RFE Deep Learning 

Feature Subset Feature Subset
miR-6777-3p AD and NC, DLB and NC, VaD and NC, All 

and NC
miR-4419a DLB and NC, VaD and NC, All and NC

miR-6806-5p AD and NC, VaD and NC, All and NC miR-208a-5p AD and NC, DLB and NC, All and NC
miR-1471 AD and NC, VaD and NC, All and NC miR-6806-5p VaD and NC, All and NC
miR-6088 DLB and NC, VaD and NC miR-1202 DLB and NC, VaD and NC
miR-4697-3p DLB and NC, VaD and NC miR-4488 DLB and NC, All and NC
miR-6761-3p AD and NC, VaD and  NC miR-6831-5p AD and NC, VaD and NC
miR-4314 AD and NC, All and NC miR-6836-3p AD and NC, All and NC
miR-6836-3p AD and NC, All and NC miR-920 AD and NC, All and NC
miR-6829-3p AD and NC, All and NC miR-1471 AD and NC, All and NC
miR-4749-3p AD and NC, All and NC
miR-4713-5p AD and NC, All and NC
miR-4486 AD and NC, All and NC
The table shows features that are shared in two or more subsets. The miRNAs selected by RF and RFE and DL are shown in the 
feature column and corresponding subsets are shown in the subset column.

Table 2.
RF and RFE Deep Learning

Feature Subset Feature Subset
miR-3184-3p VaD and NC miR-125b-1-3p DLB and NC
miR-371b-3p All and NC miR-150-3p VaD and NC
miR-4290 DLB and NC miR-1470 AD and NC
miR-1539 AD and NC miR-6760-5p All and NC

The table shows the miRNAs which have the highest importance value (calculated through the fea-
ture selection model) in each subset. These miRNAs only appeared in on subset, and are not shared 
in two or more subsets. The miRNAs selected by RF and RFE and DL are shown in the feature 
column and corresponding subsets are shown in the subset column.
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The results of LR done on the selected features 
identified in Tables 2 and 3 are recorded in Table 3.

We can find from Table 3 that miR-6777-3p is a 
protective factor in the subset DLB and NC, while all 
other features are risk factors. The p-value of miR-1470 
is greater than 0.05 in the subset AD and NC, meaning its 
finding is not significant. Based on the odds ratio of each 
feature, we find that miR-6806-5p in subset VaD and NC 

has the highest odds ratio among all the features.
We added the clinical features that are not selected 

by the RF and RFE and DL in the experiment to the 
20 selected biometric features and performed logistic 
regression. The results are shown in Table 4. We can 
find from the table that age, APOE4, and sex are all risk 
factors, as expected.

Table 3. The odds ratio and p-value of the selected features
RF and RFE Deep Learning

Feature Subset Odds Ratio P-value Feature Subset Odds Ratio P-value
miR-6777-3p AD and NC 1.224 3.70E-19 miR-4419a DLB and NC 1.381 6.30E-06

DLB and NC 0.924 1.86E-15 VaD and NC 1.650 3.40E-05
VaD and NC 1.725 8.34E-18 All and NC 1.619 2.97E-05
All and NC 1.361 2.32E-23

miR-1471 AD and NC 1.324 3.61E-66 miR-208a-5p AD and NC 1.433 4.09E-18
VaD and NC 1.429 9.07E-12 DLB and NC 2.193 6.39E-15
All and NC 1.357 4.73E-24 All and NC 1.674 1.92E-21

miR-6806-5p AD and NC 1.054 2.38E-14
VaD and NC 3.381 4.22E-11
All and NC 1.118 1.48E-15

miR-1539 AD and NC 1.111 6.21E-05 miR-1470 AD and NC 1.281 1.85E-01
miR-4290 DLB and NC 1.182 8.68E-11 miR-125b-1-3p DLB and NC 1.327 4.11E-02
miR-3184-3p VaD and NC 1.428 3.51E-14 miR-150-3p VaD and NC 1.435 4.02E-05
miR-371b-3p All and NC 1.295 6.58E-24 miR-6760-5p All and NC 0.843 1.04E-07

Table 4. The odds ratio and p-value of the clinical features
Feature Subset Odds Ratio (RF&RFE) Odds Ratio (DL) P-value
age AD and NC 3.359 3.871 3.61E-66

DLB and NC 4.526 4.346 3.46E-32
VaD and NC 3.019 3.589 7.54E-20
All and NC 3.264 3.570 5.43E-69

APOE4 AD and NC 2.520 2.483 1.44E-15
DLB and NC 1.473 1.564 2.35E-03
VaD and NC 1.298 1.256 2.12E-01
All and NC 2.302 2.294 3.10E-13

sex AD and NC 1.363 1.223 1.36E-12
DLB and NC 1.241 1.222 1.12E-02
VaD and NC 0.807 0.907 2.50E-01
All and NC 1.324 1.267 6.80E-10
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 Pathway analysis results (Figure 2-4)

Figure 2. miR-371b-3p pathway 
analysis. A list of 44 target 
genes of miR-371b-3p were 
identified through miRTarBase. 
The list was then used to 
conduct pathway analysis using 
DAVID. The results of the 
pathways which have a p-value 
smaller than 0.05 are shown 
above. The y-axis shows the list 
of related pathways while the 
x-axis shows the value of -log10 
(p-value).

Figure 3. miR-4290 pathway 
analysis. A list of 89 target 
genes of miR-4290 were 
identified through miRTarBase. 
The list was then used to 
conduct pathway analysis using 
DAVID. The results of the most 
important pathways are shown 
above. The y-axis shows the list 
of related pathways while the 
x-axis shows the value of -log10 
(p-value).
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Diagnosis of dementia
By conducting a systematic literature review, we found 

that miR-6777-3p has obvious lower expression levels in 
vascular dementia compared to non-dementia controls, 
and it might be a key biomarker of  VaD (33). 

Research certified that the expression level of miR-
1471 was remarkably reduced in the plasma of intracranial 
aneurysms (IA) patients compared to control group, which 
suggests that miR-1471 could take part in the pathogenesis 
of IA (34). Studies have shown the connection of IA and 
increase in risk of  dementia, due to the reduction of 
cerebral blood flow and neuronal damage caused by IA 
(35). As miR-1471 is associated with IA, it may also be 
connected with the development of dementia.

MiR-6806-5p has also been found to be differentially 
altered in patients with unruptured or ruptured intracranial 

DISCUSSION

Deep learning
From Figure 1, we can find that Deep Learning 

Model achieved the best accuracy scores overall, with 
slightly worse results for the combined (All) and Normal 
Cognitive (NC) subsets. These results demonstrate that 
deep learning is better suited to handle complex biological 
data than traditional machine learning techniques. As 
one of the best performing methods, deep learning has 
the potential to become an important tool in upcoming 
research projects, especially for constructing models 
where accuracy is the top priority. Deep Learning might 
augur a sea change in the standard approaches for machine 
learning in biological data analysis, especially in the area 
of dementia research. 
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Figure 4. Pathway analysis of the biomarkers identified. A list of 208 shared target genes were identified through miRTarBase. 
The list was then used to conduct pathway analysis using DAVID. The relevant pathways which have a p-value smaller than 0.01 
are shown above. The y-axis shows the list of related pathways while the x-axis shows the value of -log10(p-value).
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involved in tumor stem cell-like characteristic and  cancer 
progression, and offers potential explanations for its wide 
biological relevance (43, 44). To validate it as a potential 
AD biomarker, we further performed pathway analysis on 
its target genes. The findings are presented in the pathway 
analysis section below.

MiR-4290 is only detected in the DLB and NC subset, 
providing a potential biomarker for DLB. Although miR-
4290 is found to be associated with cancer developments, 
such as larynx cancer (45), there is no direct literature 
evidence that this miRNA is associated with 
neurodegenerative diseases. However, it has the potential 
to be an miRNA biomarker for dementia which was not 
identified before. In order to verify this assumption, we 
performed pathway analysis on the target genes of miR-
4290. The results are shown in Figure 3.

Pathway Analysis
From Figure 2, we can see that miR-371b-3p is closely 

connected to growth hormone synthesis, secretion and 
action and Ras signaling pathway, which are identified to 
be related to the development of dementia in other studies 
(46, 47). Therefore, miR-371b-3p has the potential to be a 
novel miRNA biomarker for dementia.

MiR-1539 only has 15 target genes and its gene 
enrichment results showed limited insights of  miR-1539 
because of its relatively small gene numbers. However, we 
found that its genes are associated with negative regulation 
of transcription from RNA polymerase II promoter, having 
a p-value < 0.05. This procedure was found to be linked 
with the development of neurodegenerative disorders 
such as AD (48). Therefore, miR-1539 may contribute to 
the development of dementia through negative regulation 
of transcription from RNA polymerase II promoter.

We can find from Figure 3 that miR-4290 is related with 
p53 signaling pathway. P53 was found to play an important 
role in the development of neurodegenerative diseases 
(49). Additionally, it was found to be associated with AD 
(50). Therefore, miR-4290’s connection with p53 signaling 
pathway can lead to the development of dementia.

From Figure 4 we found that the identified miRNA 
biomarkers for dementia were also closely related to cancer, 
endocytosis and efferocytosis, hormones and infections. 
The relationship between cancer and dementia has been 
extensively researched (51). Endocytosis and efferocytosis 
and hormones were also found to be connected with 
dementia development (52). Although associations between 
infectious disease and dementia have been noticed (53), 
there are currently no studies doing research on this topic 
on a molecular level. The results from pathway analysis 

aneurysms, with reduced expression level suggesting its 
role in the pathogenesis of IA (36). Therefore, it can serve 
as a potential biomarker for dementia.

A study in the field of AD has discovered miR-4419a 
as a regulator of STAT3 signaling pathway, associated 
with synaptic dysfunction and neuronal injury in AD, 
emphasizing its involvement in the transition from MCI 
to AD (37). 

At the same time, miR-208a-5p might induce synaptic 
dysfunction and neuroinflammation due to its potential 
influence on the PI3K-AKT signaling pathway (37). Other 
studies have also given similar results, supporting miR-
208a-5p as an early diagnostic biomarker for AD (38).

The interaction of miR-6760-5p on the 3'UTR region of 
the SNCA gene, and its significant alteration in expression 
levels in patients with Parkinson disease (39), demonstrates 
the role of miR-6760-5p in neurodegenerative diseases 
and connection with dementia.

There is no direct literature evidence that miR-371b-
3p  is associated with neurodegenerative diseases from 
previous studies. We implemented pathway analysis on its 
target genes to validate its potential as a newly discovered 
miRNA biomarker for dementia. The results are shown in 
Figure 2.

Subtype differentiation of dementia
MiR-3184-3p was found to be a potential target of 

TFDM, which may be associated with multiple signaling 
pathways in the pathology of VaD, making it a potential 
biomarker for the diagnosis of VaD.

Studies have found more remarkable changes in miR-
125b-1-3p exosomal serum levels between AD patients 
and healthy controls, supporting the finding that miR-
125b-1-3p participates in the regulation of AD and could 
serve as a potential biomarker for AD diagnosis (40).

MiR-150-3p has been linked to neuroprotective 
pathways in neurodegenerative diseases. By packaging 
it into exosomes secreted by neural stem cells (NSCs), 
this miRNA inhibits Caspase-2 signaling pathway and 
reduces neuron apoptosis (41). It has also been found 
that miR-150-5p has expression level upregulation in AD 
patients (42).

Because miR-1539 is specifically present in AD and 
NC subsets, and not in other subsets, it is likely to have a 
general contribution to the development of AD. It is also 
the most important unique biomarker in the All and NC 
subset. No previous studies have mentioned the connection 
between miR-1539 and dementia. The high level of miR-
1539 expression in exosomes and cancer tissues of CRC 
patients suggests its potential function as an oncogene 
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